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Abstract

The growing capabilities of large language
models (LLMs) have unlocked new opportu-
nities for applications requiring nuanced text
generation. However, their ability to engage
in critical reasoning and adversarial argumen-
tation remains underexplored, particularly in
politically sensitive contexts. This paper inves-
tigates the performance of fine-tuned LLMs,
specifically LLAMA 3.2 and PHI 1.5, trained
to exhibit distinct political biases (left-leaning
and right-leaning). We designed a structured
debate arena where these models engaged in
multi-turn dialogues to assess their adherence
to their training biases, reasoning ability, and
capacity for persuasion under dynamic prompts.
To evaluate performance, we developed a rubric
with seven categories—Agreement, Disagree-
ment, Faculty, Emotion, Coherence, On topic,
and Convincing—and automated the evaluation
process using ChatGPT and Claude to reduce
subjective bias. Our results provide a compre-
hensive analysis of how models maintain or
deviate from their trained biases in adversarial
settings and highlight the complexities of using
biased LLMs in real-world scenarios.

1 Introduction

The rapid growth of large language models (LLMs)
has revolutionized how people consume informa-
tion and conduct research (Kasneci et al., 2023;
Thirunavukarasu et al., 2023; Lin et al., 2024).
However, their capacity for critical argumentation
and reasoning, particularly in multi-turn adversarial
interactions, remains underexplored. Real-world
applications demand LLMs capable of generating
factually accurate, logical, and persuasive argu-
ments, yet existing evaluation methods often focus
on isolated tasks like summarization or question an-
swering, limiting insights into their performance in
dynamic and contextually rich scenarios (Jin et al.,
2024). While mainstream media outlets are of-
ten scrutinized for their political leanings—ranging

Figure 1: A visual representation categorizing main-
stream media outlets based on their political bias, rang-
ing from left-leaning to right-leaning, highlighting the
diversity of perspectives in news reporting.

from left to right, as illustrated in an Fig.1 that cat-
egorizes outlets by bias— LLMs have not yet been
thoroughly evaluated for their impartiality (Naveed
et al., 2023).

Additionally, while previous research has ex-
plored multi-agent interactions in LLMs, such as
collaborative or adversarial dialogue (Du et al.,
2023), the analysis of political bias within these
contexts has been insufficiently addressed. This
gap, and hence our work, is critical given the soci-
etal implications of deploying biased LLMs in ar-
eas requiring impartiality and nuanced understand-
ing.

To address this, we fine-tuned two prominent
models, LLAMA 3.2 (Touvron et al., 2023) and
PHI 1.5 (Li et al., 2023), to exhibit distinct political
biases (left-leaning and right-leaning) and designed
a structured debate arena to analyze their perfor-
mance. The debate arena allowed these fine-tuned
models to engage in structured, turn-taking dia-
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logues where their ability to adhere to their training
biases was tested under dynamic prompts. Further-
more, to evaluate the performance of these polit-
ically biased models, we developed a rubric en-
compassing seven critical categories: Agreement,
Disagreement, Faculty, Emotion, Coherence, On
topic, and Convincing. These categories were se-
lected to assess the models’ ability to construct
logical and coherent arguments, convey emotion or
evidence-based reasoning, and effectively persuade
or counter opposing viewpoints. To ensure an unbi-
ased evaluation, we automated the scoring process
using ChatGPT and Claude, acknowledging the
potential for implicit bias in these evaluators.

This paper explores the fine-tuning process, de-
bate framework, and evaluation methodology to
provide insights into how LLMs engage in adver-
sarial reasoning while reflecting inherent biases.
Our findings contribute to understanding the ca-
pabilities and limitations of LLMs in politically
sensitive and argumentative scenarios, paving the
way for future research in this domain.

2 Background and Related Work

Recent studies have investigated the inherent politi-
cal biases present in large language models (LLMs)
and explored methods to mitigate them. Bang et al.
(2024) analyzed the political bias of 11 open-source
models by generating headlines for ten major politi-
cal topics, revealing a liberal bias and a strong focus
on US-centric issues. Interestingly, the study found
that models within the same family, despite using
similar training data, did not necessarily share the
same biases, highlighting the complexity of bias
across different model architectures and sizes.

Lin et al. (2024) further examined how LLMs
may introduce their own biases when detecting me-
dia bias, particularly in political content. Their find-
ings indicated that LLMs tend to misclassify left-
leaning articles as center-leaning while being more
accurate with right-leaning articles. This discrep-
ancy points to the models’ internal biases, which
can skew predictions. They also proposed debi-
asing strategies, such as prompt engineering and
fine-tuning, to address these issues.

Additionally, Rozado (2024) tested the political
leanings of 24 LLMs, both fine-tuned and base
models, by asking them questions from political
orientation assessment tools. The study found that
fine-tuning, particularly with ideologically biased
datasets, could significantly alter the political lean-

Figure 2: Proposed framework for analyzing political
bias in LLMs through structured debates. It shows
the fine-tuning process to create left-leaning and right-
leaning models, which are then evaluated in a debate
arena. The models engage in turn-taking dialogues, with
their performance assessed based on a rubric.

ings of a model, with models like LeftWingGPT
and RightWingGPT displaying strong partisan bi-
ases based on their training data. These findings
suggest that while base models tend to exhibit a
center or center-left bias, careful fine-tuning can
lead to models exhibiting a wide range of political
perspectives. Collectively, these studies emphasize
the complexities of political bias in LLMs and the
need for continued research into mitigating these
biases to ensure balanced and fair outputs.

3 Methodology

3.1 Model Fine-tuning

In this study, we developed a framework for
analyzing the political bias in large language
models (LLMs) through structured debates. Se-
lected models were fine-tuned using the BABE
dataset (Spinde, 2021), which was chosen for its
ability to provide politically biased text, aligning
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Prompt #1: Should the US impose stricter regulations on carbon emissions and stop fracking to
combat climate change, even at the cost of economic growth?
Prompt #2: Should social media platforms regulate content to prevent hate speech and misinforma-
tion, or should they allow free speech, even at the risk of harmful content?
Prompt #3: Should countries adopt more lenient immigration policies to address labor shortages
and humanitarian crises, or tighten borders to prioritize national security?
Prompt #4: Should the US reform its tax system to implement a progressive tax where higher
earners pay a significantly higher rate than lower-income workers, or should the US adopt a flat tax
rate where everyone has the same tax rate?
Prompt #5: Do you think transgender women should be allowed to play in women’s sports?

Table 1: List of debate prompts used to evaluate political bias in model responses.

with our goal of creating models that exhibit spe-
cific left-leaning and right-leaning political stances.
We divided this dataset into two subsets: one la-
beled as biased and right-leaning, and the other as
biased and left-leaning. These subsets were then
used to fine-tune our base models, LLAMA 3.2 and
PHI 1.5, to create politically biased models. The
LLAMA 3.2 model, developed by Meta, is a text-
only model with 1 billion parameters, whereas PHI
1.5 model, created by Microsoft, is a Transformer-
based model with 1.3 billion parameters. Due
to computing limitations and the need for faster
training and response generation, we selected these
model for their efficiency for rapid fine-tuning and
response generation.

3.2 Debate Arena

We further designed a debate arena to facilitate
structured, turn-taking dialogues between the fine-
tuned models, where each debate session began
with a chosen prompt. This environment allowed
for the generation of politically biased responses,
with each model participating in debates aligned
with its training. The debate format was customiz-
able, providing flexibility to adjust parameters such
as the prompt or the number of debate turns.

3.3 Evaluation

To evaluate the performance of our models in de-
bates, we developed a rubric consisting of seven cat-
egories: Agreement, Disagreement, Faculty, Emo-
tion, Coherence, On topic, and Convincing. These
categories were chosen to assess whether the mod-
els could generate coherent, logically sound argu-
ments, persuade the opposing model during the
debate, and argue using evidence or emotion. To
automate the evaluation process, we used ChatGPT
and Claude, which helped mitigate potential biases

from human evaluators. Specifically, we employed
few-shot prompting approach, wherein the models
were provided with a structured prompt, including
an example debate accompanied by pre-assigned
scores (on a 1-10 scale) to illustrate the evaluation
process. Then, the models were tasked with as-
signing scores for each category and determining
a debate winner for subsequent debates. Although
we recognized the possibility of implicit bias from
these LLMs, we chose to use them for evaluation
rather than conducting it ourselves, as doing so
could have introduced our own biases. Figure 2
summarizes our proposed approach as a whole.

4 Experiments & Results

To evaluate the performance of our fine-tuned mod-
els, we developed a debate arena where any two
models could be placed in a controlled environ-
ment and prompted with a variety of questions.
This setup allowed us to assess the models’ ability
to engage in structured, multi-turn debates, with an
emphasis on the political biases in their responses.
In addition to pairing different models, we also con-
ducted intra-model debates, where the left-leaning
and right-leaning versions of the same model en-
gaged in debates against each other.

4.1 Experimental Setup

The debate prompts used in this study are listed
in Table 1. These prompts were carefully selected
based on their relevance to current, highly polarized
political issues. By choosing contentious topics, we
aimed to create debates that would elicit strong dis-
agreements between left-leaning and right-leaning
models, providing a clear analysis of how each
model navigates politically sensitive subjects.

An example of a debate between the Phi-left and
Phi-right models is presented in Table 2, using the
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Phi-Left Phi-Right
Free Appropriate Expression. Do you think that people
have a right not only to say something but also to see it
online? In other words: How do we balance our freedom
with another person’s right 2̆014 however inconvenient or
infuriating their message may be for us personally (e.g.

1) What is your definition of hateful rhetoric as well as
what are 2̆01chate2̆01d in general terms according to the
left and how does this apply specifically within an age
where non-white lives matter so much more than ever
before? As one can imagine from looking at Twitter con-
versations between prominent Democrats such as Bernie
Sanders, Elizabeth Warren, Kamala Harris among oth-
ers who have used slurs like black being white has been
taken out of context by certain individuals and groups
claiming innocent love; using racial vernaculars when
speaking about white male politicians in politics over
Obama/Trump riffs would most likely fall under the same
category2̆014as long those comments were made without
intent to offend anyone while keeping up with current
political conversations revolving around race issues which
will

whether these individuals believe there was anything racist
going on during George Washington’s presidency...and
why or why not if he had gone against popular opinion
then his actions shouldn’t just end here since all presidents
go through periods of controversy involving racism, sex-
ual assault allegations etcetera – because Trump wants
nothing less than world domination! nFirst, let me ex-
plain to my friends Lisa and John, two history enthusiasts
discussing Donald Trump’s presidential campaign trail
last year–although I did mention in passing earlier today
that despite having no experience whatsoever in running a
presidential election, he went ahead anyway due t o sev-
eral reasons including bad advice from former Republican
President Bill Clinton & co.: (1).

"shouldn’t social media companies regulate content..."
This seems pretty straightforward enough until someone
throws in some big talk about protecting women and mi-
norities...

How might we better understand the concept behind the
phrase ’free speech’? Or put another way, ẅhat do people
think it means?L̈et us attempt to answer both questions. It
may be helpful for you to read our responses below after
reading them carefully. Also feel free to use whichever
method makes sense best (for example listing pros and
cons), but beware - very many interpretations exist regard-
ing the term itself.... For now though, please continue
reading....

2̆018Should Social Media Platforms Regulate Content To
Prevent Hate Speech And Misinformation2̆019 by answer-
ing which side agrees with 2̆01c2̆026any one leader who
believes this is their right as president2̆014not matter how
good their ideas are.Ïn other words 2̆026 Which political
party would agree more easily that Trump thinks America
has lost its moral compass when compared to those who
disagree politically? That Democrats have never consid-
ered things like white nationalism; anti-gay hatred such
as outragingly declaring oneself to be superior over gays
2̆014 or saying that anyone born black can only enjoy so
much success unless they become really super-black 2̆013
simply based upon skin color rather than any hard work
done themselves.

Table 2: Example of a debate between the Phi-left and Phi-right models on the topic of social media regulation.

prompt:

"Should social media platforms regulate con-
tent to prevent hate speech and misinformation, or
should they allow free speech, even at the risk of
harmful content?"

For this particular debate, the Phi-left model was
prompted to respond first, followed by the Phi-right
model. To ensure a dynamic exchange, the debate
consisted of three turns, with a history window of
two previous responses to inform each new reply.
The temperature was set to 0.7 to allow for var-
ied yet controlled outputs, the maximum length of
each response was limited to 1024 characters, and
the maximum number of new tokens generated in

each turn was capped at 150. This configuration
was chosen to strike a balance between generating
meaningful dialogue while maintaining computa-
tional efficiency.

4.2 Evaluation Interpretation

After the evaluations by ChatGPT and Claude, the
scores for each category across both models were
averaged to obtain a cumulative performance as-
sessment. Table 3 displays these averaged scores,
highlighting the distinct performance trends ob-
served across the various biased models.

Llama-Right stands out as the most effective
model overall, achieving the highest scores in sev-
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Evaluation Category Phi-Left Phi-Right Llama-Left Llama-Right

Claude ChatGPT Claude ChatGPT Claude ChatGPT Claude ChatGPT

Agreement 2.0 2.2 2.4 3.1 3.2 2.3 3.8 2.8
Disagreement 6.6 6.2 6.7 6 6.7 6.2 7.2 6.3

Faculty 3.2 4.3 3.6 4.2 5.3 3.6 5.4 4.7
Emotion 6.1 6.1 5.7 4.5 5.7 4.9 6.0 5.3

Coherence 3.7 4.3 4 4.4 5.8 3.5 6.3 5.4
On topic 4.2 5 4.5 4.5 5.7 3.8 6.2 5.7

Convincing 2.1 4.2 2.8 3.9 4.4 2.8 4.6 4.9

Table 3: Average evaluation scores of biased models analyzed by Claude and ChatGPT: Best-performing values are
highlighted in gray, indicating the models’ relative strengths across various debate categories.

eral key categories, such as Coherence, On Topic,
and Convincing. These results suggest that Llama-
Right is not only able to generate logically struc-
tured and coherent arguments, but also effectively
stays on topic and presents convincing points dur-
ing debates. The consistent high performance of
Llama-Right across multiple categories indicates
that this model maintains its political bias while
engaging in meaningful and persuasive discourse.
This could imply that the fine-tuning process for
Llama-Right helped it to develop a stronger argu-
mentative structure and a higher level of engage-
ment in multi-turn debates.

In contrast, Phi-Left, although strong in Emo-
tion, tends to score lower in categories related to
logical argumentation and coherence, such as Co-
herence, and Convincing. This suggests that the
Phi-Left model may prioritize emotional appeal
over logical consistency in debates. Phi-Right, on
the other hand, performs well in Faculty and Coher-
ence, showing a stronger command over factual and
argumentative responses, but struggles with Con-
vincing and On topic compared to Llama-Right.
Llama-Left, while showing some strengths in Con-
vincing, also exhibits variability in its performance
across the different categories, often underperform-
ing in Coherence and Disagreement.

Overall, these findings underscore the influence
of political bias on model performance during ad-
versarial interactions. The results suggest that
Llama-based models generally outperform Phi-
based models, with Llama-Right standing out as
the most balanced and effective model.

5 Discussion

5.1 Broader Impact & Potential Applications

We believe that our work has the potential to inter-
est several groups. First, academia could greatly

benefit from our debate arena, which provides a
plug-and-play framework for researchers to test
their models in structured debates and generate
data for further analysis. This setup also offers
insights into how LLMs can imitate and exhibit
political bias, allowing researchers to evaluate the
political biases present in base models.

Additionally, media outlets may find our frame-
work valuable for simulating debates or generating
conversational content for editorial purposes, pro-
viding a tool for storytelling and analysis.

Finally, political campaigns could leverage our
approach to train LLMs on their opponents’ re-
sponses, such as from past debates or interviews,
enabling them to simulate potential arguments and
devise strategies for countering them effectively.

5.2 Replicability

The replicability of our politically biased LLMs in
the debate arena is facilitated by its design, which
allows any LLM to participate and generate re-
sponses in a debate format. The use of the BABE
dataset ensures consistent training data for generat-
ing biased text. However, due to the probabilistic
nature of LLM responses, exact replication of re-
sults may not be guaranteed. Despite this, our setup
enables experiments with any LLM and prompt,
producing debate responses that can be analyzed in
a similar manner. Project page is available here1.

5.3 Dataset Choice and its Influence

The selection of our dataset did not interfere with
other research or project developments. While we
considered creating a custom dataset to capture cur-
rent trends in bias, we avoided doing so to prevent
injecting our own biases into the models. Given
the subjective nature of bias, we also applied this

1https://isaac-berlin.github.io/LLM_Model_Bias/
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consideration when evaluating the model responses.
Since evaluating the responses is inherently subjec-
tive, we opted to use LLM models such as Claude
or ChatGPT for assessment. While we acknowl-
edge that this introduces potential bias from LLM
itself, we believed it was preferable to rely on this
bias rather than our own political bias.

5.4 Limitations & Future Work

The models used in this study were fine-tuned on
historical data collected up until 2021, which may
not fully capture the evolving political landscape
or current political beliefs. As a result, the political
biases exhibited by the models may not accurately
reflect present-day ideologies or viewpoints.

Future research can expand upon this work by
incorporating additional datasets that capture a
broader range of political biases or more granu-
lar political positions that are even more current.
Another key direction for future work involves de-
veloping methods to reduce and mitigate the in-
fluence of political bias in LLMs to help create
more neutral and ethically responsible models. We
believe that the approach proposed in this study
provides a strong foundation for such efforts, of-
fering valuable insights into the degree to which
political bias can be reduced effectively.

6 Conclusion

In this study, we successfully developed a frame-
work for analyzing political bias in large language
models (LLMs) through structured debates. By
fine-tuning the LLAMA 3.2 and PHI 1.5 models
using the BABE dataset, we were able to create
politically biased models that engaged in debates,
allowing for a nuanced examination of their per-
formance in adversarial contexts. The automated
evaluation process, leveraging tools like ChatGPT
and Claude, ensured objective assessment of the
models’ debate skills and bias tendencies. Our re-
sults provide valuable insights into how LLMs can
generate politically biased responses and highlight
the potential for further refinement in their applica-
tion, particularly in contentious political discourse.

Ethics Statement

We believe that our work could have some ethical
concerns regarding the training of politically bi-
ased LLMs. One key issue is the potential misuse
of such models to generate false narratives or fabri-
cated quotes, which could fuel political instability.

Despite the built-in safeguards against harmful lan-
guage, models can be "jailbroken" to produce unin-
tended responses, posing a risk of misuse. Another
concern is the impact of deploying biased models,
which could subtly influence public opinion and
spread a single political perspective without the
public’s awareness. To mitigate these risks, it is
essential that LLMs for public use remain neutral
and unbiased.
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